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Abstract–We have formulated a 
model for analyzing the measurement 
error in marine survey abundance 
estimates by using data from parallel 
surveys (trawl haul or acoustic mea­
surement). The measurement error is 
defined as the component of the var­
iability that cannot be explained by 
covariates such as temperature, depth, 
bottom type, etc. The method presented 
is general, but we concentrate on bottom 
trawl catches of cod (Gadus morhua). 
Catches of cod from 10 parallel trawling 
experiments in the Barents Sea with a 
total of 130 paired hauls were used to 
estimate the measurement error in 
trawl hauls. Based on the experimental 
data, the measurement error is fairly 
constant in size on the logarithmic 
scale and is independent of location, 
time, and fish density. Compared with 
the total variability of the winter 
and autumn surveys in the Barents 
Sea, the measurement error is small 
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(approximately 2–5%, on the log scale, 
in terms of variance of catch per towed 
distance). Thus, the cod catch rate is a 
fairly precise measure of fish density at 
a given site at a given time. 

Surveys are vital for estimating the 
size and composition of marine pop-
ulations. In the data collection pro-
cess, trawl samples or acoustics (or 

closest one can come to a controlled 
statistical experiment in this context. 
The importance of quantifying this type 
of fluctuation lies in the fact that it 

both) are usually employed. It is well is a benchmark uncertainty, which is 
known that the resulting estimates are inherent in the survey process itself, 
subject to substantial variations, and it and in this sense it may be termed a 
is important to quantify and explain, measurement error. If the measurement 
as much as is possible, the variability error can be assessed from field data 
in terms of relevant explanatory and is consistent over time and space, 
variables or covariates. Typically these we improve our understanding and 
variables will depend on the sampling quantification of other causal factors 
tool used, but for bottom trawl catches behind the uncertainty associated with 
important explanatory variables can survey estimates. 
be depth and location of the haul (Pola- In this study we looked at bottom 
check and Vølstad, 1993), time of the trawl catches of cod, but we would 
day (Korsbrekke and Nakken, 1999), like to stress that the concepts and 
season, strength of the year classes techniques developed can in principle 
involved, etc. be applied to acoustic survey estimates 

Generally, as the number of covar- or indeed to any type of measurements 
iates increases, and the model becomes collected simultaneously by two or 
more complex, the residual variation (or more independent parallel sampling 
remaining uncertainty) not explained devices. It should be noted that there 
by the model decreases. But no matter is a growing related literature on 
how refined the model is, there will comparative survey analysis. We refer 
always be an unexplained random to the review paper by Pelletier (1998) 
component that cannot be attributed and references therein. 
to any observed variable. This residual 
variation is caused by the interactions 
between the fish, the measurement Materials and methods 
device, and the environment (see e.g. 
Engås, 1994). 

The purpose of this study was to 
Parallel trawling experiments 

define and quantify this residual source During the annual combined bottom 
of random variation. This was done by trawl and acoustic survey of demersal 

Manuscript accepted 20 February 2002. analyzing measurements from parallel fish in the Barents Sea during winter 
Fish. Bull. 100:720–726 (2002). tows of multiple vessels, which is the and autumn conducted by the Institute 
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Table 1 
Summary statistics for the parallel trawling experiments; time, vessel, position (latitude, longitude), the number of hauls (n) and 
the average per cod weight w (in kg) within each group. The vessels involved were Johan Hjort (JH), Anny Kræmer (LIZY), G. O. 
Sars (GS), Jan Mayen (JM), and Michael Sars (MS). 

Group ear Date Vessels Lat. Long. n w 

1991 3–5 Mar LIZY, JH 71.3 26.2 10 2.01 
1994 10 Feb LIZY, JH 71.2 36.0 5 0.81 
1994 22–23 Feb LIZY, GS 71.3 26.3 8 1.98 
1995 22–23 Feb JM, JH 71.3 25.4 12 1.05 
1995 23–25 Feb JH, GS 71.3 25.4 23 0.94 

15–17 Aug MS, JH 74.3 17.3 29 0.72 
1996 17 Feb JM, GS 70.4 36.5 4 0.03 
1996 24–25 Feb JM, GS 71.8 23.8 10 0.19 
1997 8–10 Feb JH, GS 71.3 27 17 0.72 

2–3 Aug MS, JH 72–73 27–30 12 0.21 

Y

1995 

1997 

of Marine Research, Bergen (IMR), (Jakobsen et al.1), 
parallel trawling experiments were used to compare the 
efficiency of the participating vessels with gear types as 
given in Table 1 and Figure 1. During a parallel haul the 
vessels operated about 500 meters apart and used radio 
contact to assure proper coordination during hauls. We 
analyzed ten parallel trawl experiments performed by the 
IMR during the last decade (Table 1). The data from 1991 
are described in Michalsen et al. (1996). Two hauls with 
unstable bottom contact were excluded from the 1991 data 
(Michalsen et al., 1996). Similarly, two hauls from 1995 
were excluded—one where trawl geometry measurements 
indicated problems with the doors and another with highly 
different recorded towed distances (0.7 and 2.2 nautical 
miles [nmi]). Let di;j denote the towed distance for haul i 
and vessel j ; i=1, … , n; j=1,2 where n is the total number of 

n2n i=1hauls. The average recorded distance is d = ( )−1 ∑ ∑  2 
j=1 

di j  = 1 33 nautical mile (average duration in time is 27; .
minutes), with 0.8 ≤ di;j ≤ 1.8 in 98% of the cases. The abso­
lute values |di;1 – di;2| of the differences in towed distance 
for the two vessels in the same haul, are 0, 0.1, 0.2, 0.3, 0.4, 
and 0.6 in 43, 45, 31, 6, 4, and 1 cases, respectively. 

The data were subdivided into 10 groups so that the 
same two vessels performed all hauls within a group, 
within a period of one to three days, and usually in a small 
geographical area. Group 10 is an exception where the 
trawl stations are evenly spread over about 60 nmi both in 
the east–west and in the north−south directions. 

The statistical model 

Any study of uncertainty depends on the stochastic model 
adopted. Two different statistical models may yield quite 

1 Jakobsen, T., K. Korsbrekke, S. Mehl, and O. Nakken. 1997. 
Norwegian combined acoustic and bottom trawl surveys for 
demersal fish in the Barents Sea during winter. ICES CM 
1997/Y:17:1–26. Institute of Marine Research, P.O.Box 1870 
Nordnes, 5817 Bergen, Norway. 

different uncertainty estimates. A general model for a 
series of survey measurements {yi, i=1, … , n} is given by 

yi = f (xi1, … , xip) + εi, i = 1, … , n, 

where f = a deterministic function, which in general 
is unknown; and 

xi1, …, xip = the ith measurements of p explanatory 
variables, such as geographical location, 
depth, or time. 

If all of the relevant explanatory variables were included, 
εi would represent the residual uncertainty. In practice, all 
conceivable explanatory factors will not be observed, and 
often f is assumed to be linear. 

A difficulty in assessing the uncertainty of fish 
abundance estimates is that we cannot carry out 
a controlled experiment, where the setting of each 
experiment is identical. In such an idealized series of 
experiments the explanatory variables xi1,… , xip would be 
fixed, and ε would be the only source of random variation 
so that for a series of N experiments, 

yk = f (x1, … , xp) + εk, k = 1, … , N. 

The standard error of εk could then be estimated directly 
from the observations {yk} as 

1 
N 

ˆ ˆσε = σ y =  
1 ∑ ( yk − y)2  

2

, 
 N − 1 

k=1  

and the correctness of the model could be tested by a new 
series of experiments for a new set of fixed values for the 
explanatory variables. 

The closest we can come to such an idealized experiment 
is that of parallel trawling described above. The values of 
the explanatory variables, such as geographical location 
and depth, will vary somewhat from one vessel to another, 
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Figure 1 
(A) Catches yi; j from the parallel trawling experiments in Table 1. The groups are separated by vertical lines and the 
group numbers corresponding to Table 1 are given at the bottom of the figure. The symbols represent vessels (see Table 
1), and the cumulative number of hauls are given at the horizontal axis. (B) Corresponding differences zi = yi;1 – yi ;2. The 
symbols indicate gear type; 3236: Campelen 1800 shrimp trawl with 35-mm mesh size, 40 m sweeps and rockhopper 
gear; 3270: same as 3236, but 20-mm mesh size; 3271: same as 3270 but with strapping. 3270/1 indicate that one vessel 
uses 3270, the other 3271. To the right, 95% confidence intervals for the group means are given. The first and second 
vessel in each group are given at the top and bottom, respectively, for each group. 
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but as an approximation they will be considered identical. We can now eliminate f and the explanatory variables 

However, we will allow for an additive individual vessel by taking differences, i.e.

effect αj, j=1,2, which permits differences in equipment 

and efficiency for the two vessels. This leads to the fol- zi = yi ;1 – yi;2 = α1 – α2 + εi;1 – εi;2.

lowing model for the observations {yi;j, i=1, … , n; j=1,2} 

where j=1, 2 corresponds to the first and second vessel in The expected difference between the two vessels is then 

Table 1: given by 


yi;1 = f (xi1, … , xip) + α1 + εi;1 
E(zi) = α1 – α2 

y1;2 = f (xi1, … , xip) + α2 + εi;2. 
(1) and because of the independence of εi;1 and εi;2, 

σ2
z = var (zi) = var (εi;1 – εi;2) = 2σ 2 

ε , 

All the factors affecting jointly tow performance are and the standard error σε can be estimated as
supposed to be in the function f, and therefore the residuals 

1{εi;j, i=1, … , n; j=1,2} are assumed to be independent zero- n 2
mean identically distributed random variables and σε = sd σε = 

2 
1 σ z = 

2 
1 

 
1 ∑ (zi − z)2  , ˆ ˆ 

(εi;j) is the measurement error.  n − 1 
i=1  (2) 
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whereas δ = α1 – α2 is estimated by δ̂ = z. 

ˆIt should be noted that in the actual computation of σε 
and δ̂, the data yi; j are log transformed, i.e. 

yi; j = log(ni; j /di; j), i =1, … , n; j = 1,2, (3) 

where ni; j and di; j denote the catch in numbers and the 
towed distance, respectively, for vessel j at the ith haul. 
Log-transformed data are used to reduce the heterogene­
ity of the variance. 

Tests for differences between experimental groups 

If our hypothesis, that parallel trawling experiments can 
be used to quantify a measurement error inherent in the 
cod catching process itself, is correct, we expect that this 
error, as estimated by σ̂ ε, should be the same for all 10 
experimental groups. If the zi’s originate from a Gaussian 
distribution, the null hypothesis of equal variance can be 
tested by Bartlett’s test (cf. all groups tested simultane­
ously, Bickel and Doksum, 1977, p. 304) and if needed, 
followed by a series of F-tests where the groups are tested 
against each other in pairs. 

The possible differences in efficiency caused by different 
vessels or fishing gears (or both) can be tested by an ANOVA 
test followed by a series of t-tests if the ANOVA test leads 
to rejection. Again, normally distributed observations are a 
prerequisite for such tests. 

Our first task was therefore to check whether the zi-data 
followed a Gaussian distribution. It seemed plausible to 
assume that observations from different groups followed 
the same distribution, but possibly with differences 
in mean and variance. Therefore, when checking for 
normality, we considered the standardized variables 

zi − zkxi = , 
sk 

where, k=k(i), k=1, … , 10, denotes the group that haul i, 
i=1, … , n, belongs to; and zk and sk are the average and 
the estimated standard deviation of the z-values in group 
k, respectively. Deviations from normality of {xi} can be 
checked visually by inspecting a normal plot, and formally 
by e.g. the Kolmogorov-Smirnov test (Bickel and Doksum, 
1977, ch. 9.6). 

Results 

The log-catches {yi;j} and the corresponding differences {zi} 
are presented in Figure 1. The catches range from approxi­
mately e3≈20 to e8≈ 3000, but on the log-scale the differ­
ence in catch between the vessels does not seem to depend 
on the size of the catches (see formal test at the end of this 
section). A normal plot of the standardized observations 
{xi=(zi –zk)/sk} appears linear (Fig. 2) and the Kolmogorov-
Smirnov test does not reject the null hypothesis of normal­
ity at a 10% level. Testing each group separately (except 
group 7 where the sample size is too small) yields the 

Figure 2 
Normal probability plot of {xi = (zi – zk)/sk}. 
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same result, i.e. normality is not rejected at a 10% level 
for any group, thus justifying the use of Bartlett, F- and t-
tests. Bartlett’s test for testing equality of variances yields 
a P-value of 0.81. In view of this, it is not really necessary 
to test the groups in pairs for equality in variance using an 
F-test, but as a source of additional information we have 
carried out the tests obtaining the lowest P-value of 0.078 
for groups 4 and 5. Thus, based on these data, the hypoth­
esis of a uniform measurement error independent of geo­
graphical location, time, depth etc., could not be rejected. 

To investigate possible differences in efficiency for the 
participating vessels we did an ANOVA test. We found a 
P-value less than 10–7, indicating significant differences. 
This finding was consistent with earlier findings in 
calibration experiments (Pelletier, 1998). Thus, because 
E(Zi) cannot be considered equal for all groups (also the 
confidence intervals in Fig. 1B), a pooled variance could be 
used for estimating σ2 

ε. Alternatively, zi in Equation 2 could 
be replaced by the variables zi ′=zi –zk, which are adjusted 
for group means and are identical to the residuals from 
the ANOVA fit. The resulting estimates with the last 

ˆ ε=0.069 and σε=0.263. The bootstrappedapproach are σ 2 ˆ 
ˆstandard errors of σ 2 and σ̂ ε are 0.0077 and 0.0147,ε 

respectively (1000 bootstrap replicates were used). Some 
caution should be exercised in interpreting these numbers 
(see e.g. Srivastava and Chan, 1989). 

Compared with the total variability of the survey, the 
measurement error of a single haul is relatively small. For 
the last 5 years (1996–2000), var(yi) for the nonzero catches 
varied between 1.38 and 2.06 for the winter survey and 
between 2.53 and 3.92 for the autumn survey. Thus, σ 2 

ε is 
about 2–5% of the total variation. This is the percentage of 
the variation that we cannot expect to be able to explain 
by explanatory variables. One should carefully note that 
these numbers are on the log scale. If antilogs of the catch 
rate were to be used, the additive model (Eq. 1) would have 
to be replaced by a multiplicative model, and the relative 
magnitude of variances would be changed. 

The results for length-stratified data are shown in 
Table 2, as well as the results obtained by measuring 
the catches by weight instead of by numbers, i.e. by 
replacing ni; j in (Eq. 3) by, mi; j, where mi; j is the weight 
of the catch in kilograms. Only hauls where both vessels 
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Table 2 
Estimates of σ2 

ε (with bootstrapped means and standard errors) for catches measured in kg (first column), total number of fish 
caught (second column), and catch of fish in various length-stratified groups measured in numbers (last four columns). The number 
of hauls where both vessels caught at least 10 cod is given in the fourth row, the groups excluded due to less than four remaining 
hauls are given in the fifth row, the average catch of the remaining hauls in the sixth row and P-values from Bartlett’s test for equal 
variances, in the seventh row. The means and standard errors were estimated by using 1000 bootstrap replicates. 

Total no. 
kg fish caught Catch of fish in length stratified groups 

>0 cm >0 cm <30 cm 30–59 cm ≥60 cm ≥30 cm 

σ̂ 2 
ε 0.0744 0.1124 0.0801 0.0855 0.0643 

boot. mean of σ̂ 2 
ε 0.0740 0.1113 0.0788 0.0844 0.0637 

boot. SE of σ̂ 2 
ε 0.0096 0.0140 0.0114 0.0122 0.0083 

No. of hauls with at least 10 cod 130 117 103 118 
groups excluded none none 2,3 10 2,7,10 10 
y 4.77 4.61 4.06 3.61 4.52 
P-value, Bartlett 0.11 0.81 0.31 0.87 0.60 0.97 

of 

0.0690 
0.0684 
0.0077 

130 113 

5.28 

collected 10 specimen or more were included, and only 
groups with at least four such hauls. The null hypothesis 
of equal variance was not rejected for any of the length 
groups (P-values from Bartlett’s test are given in Table 
2). It is seen that σ̂ ε 

2 is highest for small fish, and the 
bootstrapped standard errors indicate that the difference 

ˆis statistically significant. Indeed, let D = σ 2 
ε,small – σ̂ 2 

ε,large 
denote the difference in measurement error between small 
(<30 cm) and large (≥30 cm) fish. If σ̂ 2 

ε,small and σ̂ 2 
ε,large are 

independent and normally distributed (their bootstrap 
distributions are approximately normal) with standard 
errors as given in Table 2, it follows that D~N(0, 0.01402 + 
0.00832) under the null hypothesis of equal measurement 
errors. The corresponding one-sided P-value for the 
observed D is 0.0016. 

The hauls differed in towed distance, with the two most 
frequently recorded values being 1 and 1.5 nmi which 
correspond to 20 and 30 minutes tow duration. Stratifying 
on tow duration (which is recorded more precisely than 
towed distance), with hauls of less than 25 minutes 
duration (33%) in group A and the remaining hauls (67%) 
in group B, and estimating the measurement error for 

ˆeach group separately, we get σ 2 
ε=0.0707 and 0.0656 for 

group A and B, respectively. Thus, there is no significant 
difference due to tow duration. For fish less than 30 cm, 
the corresponding estimates are 0.115 and 0.107 for group 
A and B, respectively. 

No significant relationship was found between the mag­
nitude of the catches and their differences. A regression 
analysis was performed with the absolute value of the 
mean-adjusted differences in catch rate, |z′ i|, as the de-
pendent variable and the average catch yi = (yi;1 + yi;2)/2 
as the independent variable. The regression equation 
was |z′ i|=0.20+0.019yi and the P-value under the null 
hypothesis of no relationship was 0.31. However, the 
residuals from the analysis were skewed with a long 
right-hand tail; therefore a bootstrap test was also done, 
resulting in an empirical P-value of 0.137, and again the 

null hypothesis of no relationship was not rejected at a 
5% level. 

Discussion 

We have estimated the measurement error (σ2 
ε) of a trawl 

haul by using data from parallel trawling experiments, 
including 130 parallel hauls from 10 groups of experi­
ments. No significant differences in σ2 

ε among the groups 
were found. Thus, σ2 

ε seems to be independent of year, time 
of the year, and geographical position at which the haul 
was taken. It also seems to be independent of the catch 
size on a logarithmic scale. The magnitude of σ2 

ε is small 
(≈2–5%) compared with the total variability in the survey 
trawl catches. The results are preliminary in that they are 
based on a limited set of hauls and more extensive experi­
ments would be of interest to check their consistency. 
In another investigation, Pelletier (1998) examined the 
vessel effect between two research vessels. These data 
could possibly be used to test the general pattern revealed 
by analyses of data in the current study. Strømme and 
Iilende (2001) examined a total of 365 paired hauls from 
intercalibration experiments off Namibia in 1998 and 
1999 between the research vessel Dr. Fridtjof Nansen and 
commercial trawlers. These data of Namibian hake (catch 
in kg/h) were kindly made available to us, and an estimate 
of σ 2ˆ 

ε=0.19 was obtained for the measurement error. The 
variance of yi for all the 365 hauls was 2.0; the measure­
ment error for this study on the log scale was about 10% of 
the survey variance. 

Actually σ2 
ε may be an overestimation of the measure­

ment error because all the explanatory variables are 
not exactly the same for the two sets of measurements 
in Equation 1. For example the geographical location is 
not the same and the fish densities may differ from one 
vessel to the other because of the distance between them. 
However, because the towed distance is typically 5−10 
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times the distance between the vessels, we believe this 
factor to be of minor importance. 

Another problem is the determination of the towed 
distance. The uncertainty connected with subjective 
judgments and inaccuracies in the GPS should be included 
in the measurement error because these factors are also 
present at a standard survey haul. However, it is not 
obvious to what extent the differences in the recorded 
towed distances are due to differences in subjective 
judgments or to differences in actual towed distances. In 
our calculations, we used the recorded values from both 
vessels for di;j. If there is no real difference in the towed 

ˆdistances within a comparison, σ 2 
ε is expected to decrease 

by setting di;1=di;2 for all hauls, thus eliminating one factor 
of uncertainty. At the other extreme, if the subjective 
judgments are perfect, and the recorded differences in 
towed distance are due to real differences, one would 
expect σ 2ˆ 

ε to increase by setting di;1=di;2, because an extra 
error then is added. Actually, by using the values from 
vessel 2 only and by setting di;1=di;2 the resulting estimate 

ε is σ 2of σ2 ˆ 
ε=0.061, which is a reduction by about 11%. Even 

though this value is statistically insignificant, it indicates 
that uncertainty connected to the measurement of towed 
distance constitutes a part of the measurement error (see 
also Godø et al., 1990). 

In the “Results” section, the null hypothesis of equal 
efficiency for all the participating vessels was rejected. By 
joining data from the groups where the same pair of vessels 
participates, the ability to detect differences in efficiency 
between the vessels increases through an increased 
sample size and a smaller number of simultaneous tests 
(with N tests and a nominal level α, the null hypothesis 
of equal efficiency is rejected for P-values smaller than 
the Bonferroni corrected level α/N). For the N=6 tests, we 
obtained P-values 0.0005 for group 4, 0.009 for groups 1 
and 2, 0.011 for groups 6 and 10, 0.034 for groups 5 and 
9, 0.107 for groups 7 and 8, and 0.123 for group 3. With 
a level α=0.05 we have α/6=0.0083, and for group 4 the 
difference is clearly statistically significant. The higher 
efficiency of Jan Mayen (JM) in this group was probably 
due to her heavier trawl doors. At a 10% level, the vessel 
Anny Kræmer (LIZY) was significantly more efficient than 
Johan Hjort (JH) in groups 1 and 2, and Michael Sars 
(MS) was significantly more efficient than JH in groups 
6 and 10. The differences between G.O. Sars (GS) and JH 
(groups 5 and 9), GS and JM (groups 7 and 8) and GS and 
LIZY (group 3) were not significant. However, excluding 
group 4, and ignoring statistical significance, the vessels 
can, in fact, be ranged consistently after increasing 
efficiency as 

7 8) (5,9,3) (1,2)/(6,10)JM → GS → JH → LIZY / MS. (4) 

The numbers in parentheses refer to experiment groups, 
and for each group one vessel to the left, and one to the 
right of the corresponding arrow, are involved, the one to 
the right being always the most efficient one. 

There also seems to be a significant difference in the 
measurement error for small and large fish, it being 

higher for small fish. One explanation may be that the 
interaction between small fish and the trawl gear is more 
variable (Godø and Walsh, 1992); another possibility is 
that small fish operate more in patches than do large fish. 

ˆIf the last assumption is correct, a reduction in σε could be 
expected with increasing tow length. However, for the set 

ˆof tows considered, we found no significant difference in σε 
due to tow distance. 

Consistent with the length dependency of the measure­
ment error is the length dependency of the total variability 
of the surveys. The average var(yi) for the winter surveys 
1996–2000 for fish ≤31cm and ≥64cm, was 2.49 and 0.98, 
respectively; whereas for the unstratified data it was 1.66. 
The corresponding numbers for the autumn surveys 1996– 
2000 were 3.03, 1.47, and 2.98 for small, large, and unstrati­
fied fish, respectively. All numbers are for nonzero catches. 

Trawl catches have been considered highly variable (see 
e.g. Gulland, 1964; Doubleday and Rivard, 1981) and as a 
result the reliability of trawl survey estimates have been 
questioned. Abrupt changes in catch size and composition 
over a short time in a limited area have demonstrated the 
difficulties in using the information as a relative estimate 
of density without an understanding of the nature and 
causes of the variability (Godø, 1994). Unexpected an­
nual changes in survey indices may also be a problem for 
a reliable evaluation of fish stocks and can be attributed 
to a variable bias (changes in catchability) among years 
(Pennington and Godø, 1995). Our analysis demonstrates 
that for the bottom trawl survey in the Barents Sea, catch 
rates and composition from the applied survey trawl are 
repeatable up to a relatively small and constant measure­
ment error and are hence expected to give a reliable pic­
ture of the relative fish density at a given site and time. 
Further, the measurement error of this sampling gear is 
small compared with the total observed variability. For a 
particular survey it appears that most of the survey vari­
ance is caused by station-to-station differences in catches 
rather than local conditions at a station. This may be taken 
as an indication that shorter and more frequent tows may 
be more efficient for monitoring this cod stock. Moreover, 
when controlling trawl geometry (Godø and Engås, 1989) 
and towed distance (Godø et al., 1990), it should be possible 
to establish explanatory factors to be included in the sur­
vey assessment procedure. To the degree that one is able to 
establish models to determine fish densities at any station, 
the comparability of density measures throughout the dis­
tribution area will improve. The consequences will thus not 
only be more reliable survey estimates, but we also expect 
a better understanding of distributional patterns in rela­
tion to the physical and biological environment. 
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